
Stanley Z. Hua1,2, Irene Y. Chen3, Alex X. Lu3, Lauren Erdman1,2

Supervised Contrastive Learning 
for Improved View Labeling in

Pediatric Renal Ultrasound Videos

Stanley Z. Hua1,2, Irene Y. Chen3, Alex X. Lu3, Lauren Erdman1,2,4

University of Toronto1, The Hospital for Sick Children2, Microsoft Research3, Vector Institute4

Automated view labeling on pediatric renal ultrasound videos
is an unexplored, difficult yet valuable task.

View Labels Key Challenges
1. Lack of labeled data (within and across institutions)
2. Noisiness of ultrasound images
3. Softness of view labels on videos

Example Images

To overcome these challenges, we propose pretraining
with self-supervised MoCo to learn more robust features [1].
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Self-supervised MoCo pretraining and augmentations with supervision
extend model generalization to data from an external institution.

PlaneSide
Methods

ExternalInternalExternalInternal

62.5471.5749.9757.77No Pretraining

22.1981.2421.5562.10ImageNet

59.2079.7633.0266.04MoCo [Unsupervised, All]

64.9878.3455.4266.10MoCo [Unsupervised, Same-Video]

78.1976.4572.0361.96MoCo [Supervised, Same-Video]
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69.7975.7758.6963.72No Pretraining

56.0680.8154.2768.00ImageNet

79.7376.6469.462.93MoCo [Unsupervised, All]

80.3178.6656.3267.40MoCo [Unsupervised, Same-Video]

80.8275.7160.6862.30MoCo [Supervised, Same-Video]

Table 1. Side/Plane Classification Accuracies (for Internal or External 
Institution Data). Methods are fine-tuned without augmentations.

Table 2. Side/Plane Classification Accuracies (for Internal or External 
Institution Data). Methods are fine-tuned with augmentations.

Key Takeaways
1. Augmentations paired with supervision contribute significantly to out-of-domain generalization.
2. We find that combining self-supervised pretraining + augmentations paired with supervised labels yield the greatest out-of-domain 

generalization.
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